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Abstract

This work describes an improved technique for the analysis of interlaminar crack growth in laminated circular
beams subjected to mixed-mode loading conditions. By adopting a multi-layer curved beam model and curved interface
elements leads to model the structure as a succession of first-order shear deformable beams joined by adhesive inter-
faces. The interface containing the crack is simulated by means of a cracking linear interfacial constitutive law which
provides normal and shear interlaminar stresses. At the perfectly bonded interfaces the connection between beam ele-
ments is imposed by the Lagrange multiplier method. The total energy release rate and its individual mode components
are obtained when the stiffnesses, considered as penalty parameters, tend to infinity thus reproducing the results of the
linear elastic fracture mechanics theory. Results are obtained by adopting an accurate numerical integration procedure
able to deal with stress singularities at the crack tip. Comparisons with results available from literature obtained by
using the elasticity theory and solid finite elements show that the model is able to capture accurately both the total
and the individual mode components of energy release rate. Numerical examples demonstrate the capability of the pro-
posed method to provide a complete description of the problem of mixed-mode crack growth in curved interfaces,
which takes into account the influence of curvature and of transverse shear deformability.
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1. Introduction

Laminated composite materials are extensively used in curved configurations in many civil and aero-
space structural applications principally when high performances are required. Since layered composite
structures exhibit relatively low interlaminar strengths, interface cracking or delamination is usually expe-
rienced when these structures are subjected to various loading conditions (e.g. transverse or axial loads,
thermal loads and low velocity impacts). Curved composite structures, such as curved beams or shells,
are more vulnerable to interface cracking than plane ones. In fact, due to geometrical curvature, high inter-
laminar tensile and shear stresses may develop leading to delamination failures (see, for instance, Kedward
et al., 1989; Cui et al., 1996), as in the case of a cylindrically isotropic or anisotropic homogeneous curved
beam where a pure bending induces interlaminar tensile stresses (e.g. Timoshenko, 1934; Lekhnitskii et al.,
1968). The combination of material and geometrical discontinuities with curvature effects, in addition, in-
crease the susceptibility to delamination (see for instance, McRobbie et al., 1995; Wisnom and Jones, 1995;
Kaczmarek et al., 1998). Consequently several methodologies have been considered to diminish the ten-
dency to interlaminar cracking in curved structures (Cox et al., 1996). The phenomenon of interface crack
propagation in curved laminated structures may lead to a local or global failure and, therefore, must be
accurately investigated.

Interface cracking in layered plates and beams have been analyzed by using both damage mechanics (see,
for example, Allix and Corigliano, 1999; Camanho et al., 2003; Zou et al., 2003) and fracture mechanics
concepts (see for example, Hutchinson and Suo, 1992; Raju, 1987; Zou et al., 2002, 2001; Wang and Qiao,
2004a,b; Bruno and Greco, 2001; Bruno et al., 2003). According to the former approach interface elements
with softening constitutive laws are usually adopted between solid elements (Camanho et al., 2003; Zou
et al., 2003) or beam/shell elements (Allix and Corigliano, 1999; Zou et al., 2003). In the latter approach,
the total energy release rate and its individual mode components need to be evaluated in order to predict
delamination growth. For general configurations energy release rates can be computed by using a very
accurate mesh of solid finite elements and the virtual crack closure technique (Raju, 1987). For laminated
beam/plate structures solid finite elements may require a large computational effort and it can be more effi-
cient to use plate theory. Therefore the earlier delamination models based on classical plate theory, which
are unable to unable to accurately predict the individual energy release rates, have been improved according
to different methods. For example, the elasticity theory in conjunction with classical plate theory (Hutch-
inson and Suo, 1992) or with improved plate theory to capture the effect of shear deformation (Wang and
Qiao, 2004a,b), has been efficiently adopted. Moreover, shear deformable sublaminates and the virtual
crack closure technique have been used to obtain a reasonable approximation to the mode separation solu-
tion (Zou et al., 2001). Finally, interface models have been used in conjunction with a two-layer shear
deformable laminate model to obtain a refined energy release rate computation (Bruno and Greco,
2001), or in combination with a multi-layer shear deformable laminate model to capture with reliability
the three-dimensional nature of the mode partition problem (Bruno et al., 2003).

On the other hand, few analyses have been devoted to the analysis of interfacial cracking in curved lay-
ered structures especially with reference to the mode partition problem, which is a notable aspect for this
kind of structures. In curved layered structures, in fact, due to strains and material coupling effects mixed
mode conditions are induced more frequently than in the case of rectilinear structures and the decompo-
sition of the total energy release rate into its mode components becomes a necessary task, due to the
mode-mix dependency of interface toughness (see, for instance, Reeder, 1993). The analyses of interlaminar
cracking in curved interfaces have been developed mainly by using 2D or 3D solid finite elements and frac-
ture mechanics concepts (Kaczmarek et al., 1998; Münch and Ousset, 2002; Lu et al., 1994; Figiel and
Kamiński, 2003). A numerical delamination model has been developed for delamination growth in
three-dimensional curved interfaces in (Münch and Ousset, 2002) by using 3D solid finite elements. Plane
stress quarter-point finite elements have been adopted in (Lu et al., 1994) to analyze a delaminated curved
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beam of a cylindrical orthotropic material. The total energy release rate has been calculated by the local
stress field by using solid plane stress finite elements in (Figiel and Kamiński, 2003) to analyze fatigue
delamination. Finally, the strain energy release rates for edge delamination in laminated fiber-reinforced
beams loaded in bending, have been computed in (Kaczmarek et al., 1998) by using the virtual crack-clo-
sure technique and 3D solid finite elements. However, the simulation of the singular near-tip stresses re-
quires a very dense mesh of solid finite elements with the use of higher order or singular finite elements
which may lead to a large computational effort. Therefore, models based on plate theory which can be more
convenient if used in place of the continuum approach, should be investigated. Unfortunately, as shown in
(Lu et al., 1994) the classical thin curved beam theory is able to capture only the main characteristics of the
solution but is inaccurate for thicker beams. Moreover the curved beam theory can be used only to compute
the total energy release rate.

To this end, the aim of this paper is to extend the approach introduced in (Bruno et al., 2003) based on a
refined plate theory, which has shown its efficiency for plane delamination problem in laminated plates, to
the case of delamination of circular layered beams. The circular laminated beam is simulated by a succes-
sion of curved layers connected by interfaces. The combined effects of membrane, flexural and shear defor-
mations are included by adopting a first order shear deformable curved beam theory for each layer. The
interfaces, modeled as zero thickness layers, simulate the presence of an interfacial crack by means of a
cracking constitutive law and ensure displacement continuity between layers in the uncracked regions.
Two constraint methods has been incorporated into the interface models to improve the efficiency of the
approach, namely, the penalty and Lagrange multipliers methods. The former, used in the delaminated
interface, is adopted to recover interlaminar shear and normal stresses by using the stiffness parameters
of the constitutive law as penalty coefficients, whose singularities leads to compute the total energy release
rate and its individual mode I and II components. The latter is implemented to reduce the number of gen-
eralized displacement variables. The analysis is carried out solving, by means of an accurate numerical inte-
gration scheme, the boundary value problem obtained by a variational formulation. Results are obtained
for curved beams loaded by end forces and in pure bending in order to show the influence of shear defor-
mation and of curvature and compared to those obtained by using solid finite element models. Both the
case of a homogeneous isotropic and cylindrical orthotropic curved beam are considered in numerical
examples.
2. Curved laminated beam with an interfacial crack

The plane crack problem shown in Fig. 1 is considered where a through-the-width crack is located along
the curved interface between the upper sub-laminate of thickness h2 and the lower sub-laminate of thickness
h1. A global polar co-ordinate system is introduced where r is the radial direction and h the circumferential
direction. The crack is located at r = RD. The circumferential dimension of the laminated beam is equal to
hT and the dimension of interfacial crack is equal to hD. Both the two sub-laminates are assumed to be com-
posed of plies made of homogeneous cylindrically orthotropic linear elastic materials. This problem is mod-
eled here as a succession of curved beam elements joined by interfaces in the thickness direction. The
number of curved beam elements is nl for the lower and nu for the upper sub-laminate. The first curved
beam element is the lowest one. A local right-handed curvilinear co-ordinate system xi, zi is placed for each
beam element on the beam mid-axis as shown in Fig. 2, being related to the global polar co-ordinate system
by the following transformation laws:
xi ¼ Rih;

zi ¼ Ri � r;

�
ð1Þ
where Ri is the radius of curvature of the generic beam element.
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Fig. 1. Schematic illustration of the curved delaminated beam subjected to general loadings.
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Fig. 2. Assembly of beam elements and interfaces (a) and forces on a small beam element (b).
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The thickness of the ith curved-beam element is denoted by ti. Each curved beam element may represent
a single ply or an assembly of plies. Therefore material coupling is incorporated in constitutive relations. As
a consequence, in a typical curved beam element the resultant axial force Ni, moment Mi and transverse
shear force Ti for unit width, can be related to the tangential strain ei, curvature ji and transverse shear
strain ci by means of the classical extensional Ai, bending–extensional coupling Bi and bending stiffnesses
Di (see for example Jones, 1975) in the following form:
Ni

Mi

T i

8<
:

9=
; ¼

Ai Bi 0

Bi Di 0

0 0 Hi

2
4

3
5 ei

ji

ci

8<
:

9=
;; ð2Þ
where the stiffnesses can be expressed in the following form:
ðAi;Bi;DiÞ ¼
Z ti=2

�ti=2
EiðziÞð1; zi; z2i Þdzi; Hi ¼

Z ti=2

�ti=2
fGiðziÞdzi; ð3Þ
where Ei is an equivalent longitudinal modulus, Gi is the transverse shear modulus, f is the shear correction
factor chosen as 5/6 in this work, and mxyi are the Poisson ratios of the beam i. For plane stress and plane
strain assumptions in the y-direction Ei assumes the following expressions:
Ei ¼
Ei ðplane stressÞ;

Ei

1� mxyimyxi
ðplane strainÞ.

8<
:
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Since the coupling between bending and stretching is neglected and the classical definition for the stiffnesses
is adopted, the constitutive law (2) is valid for small values of the thickness to curvature radius ratio (see
Baldacci, 1983). However, it is worth noting that in the present model this hypothesis can be satisfied to the
desired accuracy by introducing several beam elements into each sub-laminate. Moreover, as it will be
shown in the following, introducing interface elements leads to capture both radial and tangential interlam-
inar stresses which develop in the curved beam due to curvature effects, which are neglected in classical
curved beam theory.

At an arbitrary point of the beam element the displacements in the positive directions of the axis x, z are
denoted respectively as �ui and �wi, wi denotes rotations of transverse sections about y-axis. The curved beam
mechanical model accounts for flexural, extensional and transverse shear deformability in the plane of the
curved beam. To this end, the laminated shell theory developed in (Reddy, 1982) which contains the first
order shear deformation theory of flat plates as special cases, specialized to the case of curved beams is
adopted. The displacements can be written as
�uiðxi; ziÞ ¼ uiðxiÞ þ ziwiðxiÞ;
�wiðxi; ziÞ ¼ wiðxiÞ;

ð4Þ
where ui(xi) and wi(xi) are respectively the tangential and radial displacements of the mid-axis of the i-th
beam element. The strains in the curvilinear co-ordinate systems and in the global co-ordinate system
respectively are:
ei ¼
dui
dxi

� wi

Ri

ji ¼
dwi

dxi

ci ¼
dwi

dxi
þ ui
Ri

þ wi

8>>>>>><
>>>>>>:

ei ¼
u0i
Ri

� wi

Ri
;

ji ¼
w0

i

Ri
;

ci ¼
w0

i

Ri
þ ui
Ri

þ wi;

8>>>>>>><
>>>>>>>:

ð5Þ
where prime denotes the derivative with respect to h. Note that Eq. (5)2 are obtained from Eq. (5)1 by virtue
of the co-ordinate transformation laws expressed in Eq. (1).

The generic jth interface between the jth and the j + 1th beam element inside each sub-laminates is intro-
duced to impose the following displacement continuity conditions:
D�uj ¼ 0; Dwj ¼ 0; ð6Þ

where
D�uj ¼ uj � tj
2
wj � ujþ1 � tjþ1

2
wjþ1 ¼ 0

Dwj ¼ wj � wjþ1 ¼ 0

(
j ¼ 1; . . . ; nu þ nl � 1. ð7Þ
The constraint conditions (6) are implemented by using the Lagrange multiplier method. On the other hand
the interface containing the delamination, which is the nl-th interface, bonds perfectly the beam elements nl
and nl+1 in the uncracked region thus ensuring continuity of circumferential and radial displacements,
whereas in the cracked region sub-laminates may deform independently. A linear elastic interfacial consti-
tutive law is therefore introduced which involves two stiffness parameters, namely kr and krh, corresponding
to penalty parameters. Denoting the interlaminar normal and circumferential stresses by rr and rrh, respec-
tively, the constitutive relation (see Fig. 1) assumes the following expression:
rr ¼ ð1� dÞkrDwnl ; rrh ¼ ð1� dÞkrhD�unl ; ð8Þ

where the relative interface displacements D�unl and Dwnl , are:
Dwnl ¼ wnl � wnlþ1; D�unl ¼ unl �
tnl
2
wnl � unlþ1 �

tnlþ1

2
wnlþ1;
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and d is a fracture variable, taking the value 1 value for no adhesion, namely for hT � hDh 6 hT, and the
value 0 for perfect adhesion, namely for 0 6 h 6 hT � hD. The fracture variable simulates interfacial crack
by reducing to zero interface stiffnesses.

Applying the virtual crack closure concept (for details see Bruno and Greco, 2001) in terms of stresses
and relative displacements evaluated in the nlth interface layer leads to the following direct mode
decomposition:
GI ¼ lim
krh;kr!1

1

2
krDw2

nl
; GII ¼ lim

krh;kr!1

1

2
krhD�u2nl ; ð9Þ
where subscript I, II denotes modes I and II components of energy release rate, Dwnl and D�unl are evaluated
at the interfacial crack tip and an opening displacement Dwnl P 0 is assumed. Contact between cracked
sublaminates is not taken into account here. The interface constitutive law Eq. (8) can be opportunely ex-
tended in order to prevent interpenetration between delaminated sub-laminates in the delaminated region.
For example, an interface constitutive law similar to that introduced in Eq. (3) by (Bruno et al., 2003) could
be used, which adopts a unilateral frictionless contact interface along the delaminated region, characterized
by a zero stiffness for opening relative displacements (Dw P 0) and a very high positive stiffness for closing
relative displacements (Dw < 0), thus restricting sub-laminate overlapping and simulating contact condition.

Since the above described curved beam model implies continuity in tangential and radial displacements
along the uncracked regions of the interfaces whereas discontinuity in rotations is allowed across interfaces,
an accurate kinematical description is obtained which is able to capture adequately shear effects. Moreover,
the introduction of interfaces provides a model to evaluate interlaminar radial and circumferential stresses
which are of notable importance for curved beam in bending in order to predict accurately the interfacial
cracking.
3. Variational formulation of the problem

Assuming a quasi-static interface crack growth, the relative interface displacements D�unl and Dwnl must
be computed from an equilibrium solution of the system.

The equilibrium equations for the structural system are derived here through the stationarity condition
of the modified total potential energy functional for unit width Pk, which includes interface displacement
continuity and adhesion constraints by means of Lagrangian and penalty functionals, respectively.

The modified total potential energy functional for unit width of the beam, can be expressed as follows:
Pkðui;wi;wiÞ ¼ U þ I þ L� W ; ð10Þ

where U is the strain energy of the whole multi-layer model of the curved beam, I is the strain energy of the
cracking interface representing the penalty functional, L denotes the Lagrange functional constraint for
adhesion between uncracked beam elements and W is the work of the external loads.

The strain energy is obtained by assembling contributes from each curved-beam element
U ¼
Xnuþnl

i¼1

Z hT

0

½Uiðui;wi;wiÞ�Ri dh; ð11Þ
where Ui is the strain energy density of the ith beam element
Uiðui;wi;wiÞ ¼
1

2
ðNiei þ T ici þMijiÞ.
The strain energy of the interface containing the interface crack assumes the form
I ¼
Z hT

0

KRD dh; K ¼ 1

2
ð�krDw2

nl
þ �krhD�u2nlÞ; ð12Þ
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where
�kr ¼ ð1� dÞkr; �krh ¼ ð1� dÞkrh.

On the other hand, the Lagrange functional related to interface displacement continuity between adjoin-

ing beam elements can be expressed as
L ¼
Xnlþnu�1

j¼1

Z hT

0

½kujD�uj þ kwjDwj�Rj dh j 6¼ nl; ð13Þ
where D�uj and Dwj denote relative displacements at the jth interface between the jth and the j + 1th beam
element evaluated as expressed by Eq. (7) and
Rj ¼ Rj þ
tj
2
.

Moreover, kuj and kwj are the Lagrange multipliers representing interlaminar stresses at the jth interface.
The equilibrium equations are derived from the first variation of (10)
dPkðui;wi;wi; kuj; kwj; kr; krhÞ ¼ 0;

8fdui; dwi; dwi; dkuj; dkwjg; i ¼ 1; . . . ; nl þ nu; j ¼ 1; . . . ; nl þ nu � 1; j 6¼ nl;
ð14Þ
valid for every kinematically admissible displacements, which gives the following expression:
dPk ¼
Xnlþnu

i¼1

Z hT

0

Ni
du0i
Ri

� dwi

Ri

� �
þ T i

dw0
i

Ri
þ dui

Ri
þ dwi

� �
þMi

dw0
i

Ri

� �� �
Ri dh

þ
Z hT

0

�krhD�unldDunl þ �krDwnldDwnl

� �
RD dh

þ
Xnl�1

j¼1

Z hT

0

kujdD�uj þ kwjdDwj þ D�ujdkuj þ Dwjdkwj
� �

Rj dh

þ
Xnlþnu�1

j¼nlþ1

Z hT

0

kujdD�uj þ kwjdDwj þ D�ujdkuj þ Dwjdkwj

� �
Rj dh

�
Xnlþnu

i¼1

Nidui þ T idwi þMidwi

� �hT
0

¼ 0;
where the overbarred Nj, Tj, Mj denotes the applied forces.
The variation with respect to Lagrange multipliers furnishes the following equations expressing displace-

ment continuity requirements at interfaces between plate elements:
D�uj ¼ 0

Dwj ¼ 0

�
j ¼ 1; . . . ; nu þ nl � 1; j 6¼ nl; ð15Þ
which by using Eq. (7) result in
wi ¼ wnl i ¼ 1; . . . ; nl � 1;

wi ¼ wnlþ1 i ¼ nl þ 2; . . . ; nl þ nu;

�

ui ¼ unl þ
tnl
2
wnl þ

Pnl�1

k¼jþ1

tkwk þ ti
2
wi i ¼ 1; . . . ; nl � 1;

ui ¼ unlþ1 �
tnlþ1

2
wnlþ1 �

Pi�1

k¼nlþ2

tkwk � ti
2
wi i ¼ nl þ 2; . . . ; nl þ nu:

8>>><
>>>:

ð16Þ
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Using Eq. (16) leads to rewrite the differential problem in terms of only nl + nu + 4 displacement variables,
which are assumed to be
wnl ;wnlþ1; unl ; unlþ1;wiði ¼ 1; . . . ; n1 þ nuÞ. ð17Þ
Elimination of Lagrange multipliers leads to the following relations:
kuj ¼
Xj

k¼1

N 0
k

Rj
�
Xj

k¼1

T k

Rj
; j ¼ 1; . . . ; nl � 1; kuj ¼ �

Xnlþnu

k¼jþ1

N 0
k

Rj
þ

Xnlþnu

k¼jþ1

T k

Rj
; j ¼ nl þ 1; . . . ; nl þ nu � 1;

kwj ¼
Xj

k¼1

Nk

Rj
þ
Xj

k¼1

T 0
k

Rj
; j ¼ 1; . . . ; nl � 1; kwj ¼ �

Xj

k¼1

Nk

Rj
�
Xj

k¼1

T 0
k

Rj
; j ¼ nl þ 1; . . . ; nl þ nu � 1.

ð18Þ
Then, performing integration by parts gives the following equilibrium equations:
Xnl
i¼1

½�N 0
i þ T i� þ �krhRDD�unl ¼ 0;

Xnlþnu

i¼nlþ1

½�N 0
i þ T i� � �krhRDD�unl ¼ 0;

ð19Þ
which represent local equilibrium in the h-direction for the lower and upper sub-laminate, respectively;
Xnl
j¼1

½�Nj þ T 0
j� þ krDwnlRD ¼ 0;

Xnlþnu

j¼nlþ1

½�Nj þ T 0
j� � krDwnlRD ¼ 0;

ð20Þ
which represent local equilibrium in the r-direction for the lower and upper multi-layered beam,
respectively;
R1T 1 �M 0
1 � ku1

t1
2
R1 ¼ 0;

. . .

RiT i �M 0
i � kui

ti
2
Ri � kui�1

ti�1

2
Ri�1 ¼ 0 i ¼ 2; . . . ; nl � 1;

. . .

RnlT nl �M 0
nl
� kunl�1

tnl�1

2
Rnl�1 � RD

�krhD�unl
tnl
2
¼ 0;

T nlþ1Rnlþ1 �M 0
nlþ1 � kunlþ1

tnlþ1

2
Rnlþ1 � RD

�krhD�unl
tnlþ1

2
¼ 0;

. . .

RiT i �M 0
i � kui

ti
2
Ri � kui�1

ti�1

2
Ri�1 ¼ 0 i ¼ nl þ 2; . . . ; nl þ nu � 1;

. . .

T nlþnuRnlþnu �M 0
nlþnu

� kunlþnu�1

tnlþnu�1

2
Rnlþnu�1 ¼ 0;

ð21Þ
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which represent local rotational equilibrium for each curved-beam element comprised in the lower and
upper sublaminate, respectively. Eqs. (19)–(21) by using Eqs. (2)–(16) may be expressed in terms of the re-
duced set of displacement variables collected in Eq. (17). Moreover, integration by parts gives the boundary
condition equations which are not detailed here for the sake of brevity.
4. Numerical studies and comparisons with classical FE models

In this section two sets of numerical calculations are presented. The first set is devoted to the analysis of a
curved beam under bending containing an internal interfacial crack along its mid-axis, for which a solution
obtained via finite elements of the plane stress elasticity problem can be found in (Lu et al., 1994). The sec-
ond one is related to the analysis of edge interfacial crack in a curved layered beam loaded by edge trans-
verse and axial forces. Both the case of homogeneous isotropic and cylindrically orthotropic materials are
analyzed in the developed examples. Comparisons are made with numerical evaluations of energy release
rates as a function of the interface crack length obtained using the virtual crack closure method and a clas-
sical 2D finite element model.

Results will evidence the ability of the proposed model to improve solutions obtained by using the clas-
sical beam-theory models providing a good approximation of the two-dimensional curved interfacial crack
problem.

4.1. Numerical approximation of the curved interfacial crack problem

The boundary value problem governing the equilibrium of the delaminated curved composite structure
subjected to applied forces can be reformulated as a non-linear system of first order ordinary differential
equations subjected to boundary conditions at two-points. Non-linearities are lumped at the interface con-
stitutive law level and arise as a consequence of the use of the fracture variable d. As a matter of fact, the
interface constitutive law Eq. (8) is a piecewise continuous function of h, since the effects of an interface
crack are modeled by an abrupt drop of interface stiffnesses. The introduction of the fracture variable,
although complicating the mathematical structure of the differential problem, leads to a notable reduction
of the size of the differential problem since makes it possible to avoid the division of the integration domain
0 6 h 6 hT into two sub-domains (namely 0 6 h 6 hT � hD and hT � hD < h 6 hT). Actually, in the case
when two adjoining domains are considered, the differential problem becomes linear, but the number of
differential equations which must be solved are twice those of the case of a single domain and additional
matching boundary conditions must taken into account at h = hT � hD.

The reformulated boundary value problem assumes the form
y0kðhÞ ¼ gkðyk; hÞ; 0 6 h 6 hT; ð22Þ
where y is a vector collecting displacement unknowns and their derivatives:
y ¼ funl ; u0nl ; unlþ1; u0nlþ1;wnl ;w
0
nl
;wnlþ1;w0

nlþ1;w1;w
0
1; . . . ;wnlþnu ;w

0
nlþnu

gT; ð23Þ
and g is an opportune vector function describing the boundary value problem. In Eqs. (22) and (23) the
prime denotes differentiation with respect to. The subscript k denotes explicit dependence of the solution
y from the penalty parameters. Eq. (22) is subjected to the following two-point linear boundary conditions:
B0ykð0Þ þ B1ykð1Þ ¼ c; ð24Þ

where B0 and B1 are opportune matrices containing the coefficients of boundary conditions and c is an
opportune known vector depending on the applied forces.
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The two-point boundary value problem for fixed values of the penalty parameters, has been solved by
means of an iterative collocation method implemented in MATLAB� (The MathWorks Inc., 2000) which
provides a C1-continuous solution by using a cubic collocation polynomial on each subinterval of the mesh.
Starting from an initial guess for the solution and the mesh, at each iteration the method adapts the mesh to
obtain a sufficiently accurate numerical solution. The accuracy is measured by controlling the size of the
residuals of numerical solution in both differential equations and boundary conditions.

The solution satisfying adhesion constraints is obtained by means of a numerical limit procedure for dis-
crete values of the penalty parameters, as
y ¼ lim
kr ;krh!1

yk. ð25Þ
It is worth noting that each element of the sequence generated by the penalty procedure is in turn the
result of a non-linear iteration process needed to satisfy the non-linear differential problem (22). Moreover,
it should be noted that crack growth is simulated solving the equilibrium problem Eq. (22) for a fixed crack
length, namely for a fixed fracture function d(h) equal to 1 along the cracked region and to zero in the un-
cracked one.

In the numerical calculations the same values have been adopted for the sliding and opening penalty
parameters. The penalty procedure has been terminated until the numerical solution has satisfied the fol-
lowing tolerance criterion based on the energy release rates:
maxfeGI; eGII; eGTg 6 10�3; ð26Þ
where eGI, eGII and eGT represent the relative errors for energy release rate mode components and total
energy release rate, respectively. As an example, for the mode I component we have
eGI ¼
j Gj

I � Gj�1
I j

Gj
I

; ð27Þ
where the superscript j refers to the actual values of penalty parameters whereas j � 1 is referred to the pre-
vious one.

As a result of stress singularities at the crack tip arising when the stiffness parameters of the interface kr
and krh tend to infinity, the solution can change very quickly approaching to a discontinuous behavior, thus
requiring a very accurate integration which has been obtained through an appropriately fine mesh. A mesh
point has been placed in correspondence of the crack tip in order to evaluate accurately the interface rel-
ative displacements appearing in Eq. (9). Moreover, for large values of the penalty parameters kr and krh a
supposition good enough to represent the rapid change of the solution must be adopted. To this aim a con-
tinuation technique in the penalty parameters has been utilized, according to which the mesh and solution
for one value of the penalty parameters is used as an initial supposition for larger values.

The proposed methodology can be extended to problems of interfacial crack growth between sublami-
nates with different mechanical properties and with arbitrary curvature. With reference to the former as-
pect, it has been shown that the use of beam or plate models, which eliminate deformations in the
thickness direction, leads to avoid the non convergence behavior of individual energy release rates, a direct
consequence of the classical oscillatory behavior of stress singularities predicted by the elasticity theory
when delamination is placed between two different materials. In fact, the proposed methodology (plate
or beam models + interface models) has been extended to analyze plane interface crack of arbitrary shape
in laminated plates (see Bruno et al., 2005) also when oscillatory singularities may exist. In these cases it has
been evidenced that individual energy release rates assume convergent and well defined values contrarily to
the results obtained by using the continuum model and carried out by adopting solid finite elements. As far
as interface cracks of arbitrary curvature are concerned, it should be noted that the proposed method
should be extended by adopting a beam theory appropriate for a variable curvature radius, for each layer
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kinematics. For instance, the specialization of the shell theory developed in (Reddy, 1982) could be
adopted.

Moreover, multiple delaminations may be also simulated in the context of the proposed method by
substituting the bare interface layer simulated by means of the Lagrangian multiplier technique, with crack-
ing interface layers characterized by a constitutive law equal to that expressed in Eq. (8). Introducing the
above cracking interface models leads to model the presence of further delaminations and to compute by
means of Eq. (9) the energy release rates at the different interface crack tips for fixed values of crack lengths.

4.2. Curved beam with an internal interfacial crack

The problem of an isotropic and homogeneous curved beam with an off-set internal curved crack sche-
matized in Fig. 3 is now analyzed. The beam has total thicknessH = h1 + h2, internal and external radius of
curvature Ri and Ro, respectively, and is subjected to bending moments at both ends. The thickness ratio of
the beam h1/h2 is equal to 3 and E is the Young modulus. The curvature and bending loading condition
produce both interlaminar tensile and shear stresses along the curved interface containing the crack. The
combined action of the through the thickness stresses is responsible for mixed-mode interfacial crack
growth. In order to study the problem an appropriate assembly of interface and beam elements must be
used to capture interlaminar stresses with a good accuracy. Due to the symmetry only one-half of the model
has been analyzed. At the symmetry plane h = p/2 (see Fig. 3), mid-axis horizontal displacements �ui , rota-
tions wi and shear stress resultants Ti are imposed zero for each beam elements (i = 1, . . .,nu + nl). In addi-
tion to these boundary conditions, in order to exclude possible rigid body motions along the vertical
direction, an artificial constraint imposing nullity of the vertical displacement of the lowest beam element
w1, is applied.

To this end, the effect of the number of beam elements on the accuracy of the solution is investigated in
Fig. 4, where results from the present analysis in terms of the dimensionless total energy release rate are
plotted as a function of the half-crack angle hD/2 for different beam element subdivisions (denoted as
(nl � nu)). The radius ratio Ri/Ro is equal to 4/5. In the numerical calculations the following parameters
have been adopted: h1 = 1.5 mm h2 = 0.5 mm, E = 70,000 N/mm2. Both the case of constant (i.e. (1–1),
(4–3)) and variable (i.e. (2–2)var, (4–3)var) beam thicknesses in each sub-laminate are considered in the
model assembly. The thickness distributions in the (2–2)var, (4–3)var models are shown in Table 1. In addi-
tion in Fig. 4 results obtained in Lu et al. (1994) by using a classical FE model are plotted. It can be seen
that the FE results for the total energy release rate versus crack length are in good agreement with the pres-
ent model for all the beam assemblies. The relative errors DG/GFEM, with DG evaluated as the absolute
Fig. 3. Curved beam with an internal interfacial crack subjected to bending moments.



Fig. 4. Dimensionless total energy release rate for an isotropic curved beam in bending as a function of crack extension: influence of
division in beam elements and comparison with the FE results of Lu et al. (1994).

Table 1
Thickness distribution for beam models with non-uniform thicknesses

Beam model (nl � nu) ti/h1 ti/h2

(2–2) 0.867/0.133 0.4/0.6
(4–3) 0.4/0.4/0.1/0.1 0.3/0.3/0.4
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value of the difference between the present model and the FE one, shown in Table 2 are within 8% except
for very short crack lengths (hD/2 = 5�) for which as expected the beam model is not appropriate, even if
the relative errors decrease with an increasing number of beam elements. As a matter of fact for short crack
lengths the curved laminated beam theory adopted to model each beam element is not appropriate, since
the layers comprised in the cracked region become too thick and should be modeled by using the 2D con-
tinuum theory.

In addition in Table 2 the average error with respect to the considered crack lengths is shown. These
values are somewhat misleading as to the accuracy of the model since results present an accuracy much bet-
ter than 6% because much of the difference occurs for short crack lengths (hD/2 = 5�, 10�). The models with
the lower average relative errors are the (4–3)var and the (4–3) ones although for some crack lengths the (2–
2) model may show the best accuracy. The (4–3)var and the (4–3) models, as a matter of fact, reflect more
accurately the geometry of the component. Results for the (4–3)var and the (4–3) models are very similar.
Table 2

Relative errors for the total energy release rate for different crack lengths. Ri/Ro = 4/5

DG/GFEM Average

(nu � nl) hD/2 = 5� hD/2 = 10� hD/2 = 15� hD/2 = 20� hD/2 = 25� hD/2 = 30� hD/2 = 35� hD/2 = 40� hD/2 = 45� hD/2 = 50�

(1–1) 0.3405 0.0365 0.0680 0.0378 0.0216 0.0180 0.0197 0.0172 0.0250 0.0134 0.0598

(2–2)var 0.2900 0.0719 0.0048 0.0322 0.0342 0.0205 0.0062 0.0155 0.0086 0.0148 0.0499

(4–3)const 0.2832 0.0712 0.0238 0.0046 0.0134 0.0152 0.0028 0.0061 0.0003 0.0090 0.0430

(4–3)var 0.2991 0.0825 0.0105 0.0039 0.0013 0.0185 0.0052 0.0041 0.0081 0.0030 0.0436



Fig. 5. Mode mix ratio for an isotropic curved beam in bending as a function of crack extension: influence of beam element subdivision
and comparison with the FE results of Lu et al. (1994).
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Therefore, with respect to the total energy release rate, the simplest (1–1) model adopting one beam element
for each sub-laminate is sufficient to predict the total energy release rate with a reasonable accuracy. On the
contrary the use of the classical curved beam theory leads to a reproduction of only limiting cases of the
solution, such as the steady state behavior for longer cracks, and loses accuracy for thicker configurations
as shown in Lu et al. (1994).

On the other hand, the situation changes notably in terms of mode partition since more than one beam
element must be adopted into each sub-laminate in order to capture the mode mix ratio, as shown in Fig. 5.
The mode mix ratio is expressed by the phase angle w = tan�1 [(GII/GI)

1/2]. The models with lower average
errors are those with the (2–2)var and the (4–3)var subdivisions, with errors within 8% except for hD/2 = 5�.
This is shown in Table 3 where the relative errors Dw/wFEM, with D w evaluated as the absolute value of the
difference between the present model and the FE one, are illustrated. The worst results are obtained for very
short crack lengths (hD/2 = 5�) with errors within about 17% for the (2–2)var model. For the limit case of
hD ! 0� the crack is approximately in pure mode I, as in the case of a crack in a infinite body loaded by
tensile stresses, therefore the phase angle has been considered to be zero in the plot. As shown in Fig. 5 the
crack tend to close since a pure mode II condition is reached for crack lengths with angles hD larger than
100�. As a consequence, results out of this range are not plotted. As expected the use of only one beam
element for each sublaminate is not appropriate since the 2D nature of the mode mix problem cannot
be captured. The solution, however, converges rapidly to the FE one as the number of beam elements in-
creases as shown in Fig. 6.

The case of a thicker curved beam configuration with a radius ratio Ri/Ro equal to 2/3 and a thickness
ratio h1/h2 equal to 3, is also considered in Figs. 7–9. In the numerical calculations the following parameters
have been adopted: h1 = 3 mm, h2 = 1 mm, E = 70,000 N/mm2. In general results are somewhat worse than
in the thinner case since the effects of shear are more prevalent on the solution and a more accurate beam
Table 3

Relative errors for the mode mix ratio as a function of crack lengths. Ri/Ro = 4/5

Dw/wFEM Average

(nu � nl) hD/2 = 5� hD/2 = 10� hD/2 = 15� hD/2 = 20� hD/2 = 25� hD/2 = 30� hD/2 = 35� hD/2 = 40� hD/2 = 45� hD/2 = 50�

(1–1) 0.690 0.417 0.321 0.258 0.235 0.196 0.185 0.067 0.062 0.166 0.260

(2–2)var 0.175 0.078 0.036 0.026 0.035 0.027 0.034 0.027 0.047 0.044 0.053

(4–3)const 0.336 0.169 0.105 0.081 0.082 0.065 0.066 0.059 0.037 0.074 0.107

(4–3)var 0.216 0.074 0.038 0.028 0.037 0.023 0.031 0.028 0.046 0.044 0.057
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Fig. 6. Convergence to finite element results by increasing the number of beam elements in the assembly for a crack angle h = 25�.

Table 4

Relative errors for the total energy release rate for different crack lengths. Ri/Ro = 2/3

DG/GFEM Average

(nu � nl) hD/2 = 10� hD/2 = 15� hD/2 = 20� hD/2 = 25� hD/2 = 30� hD/2 = 35� hD/2 = 40� hD/2 = 45� hD/2 = 50�

(1–1) 0.3812 0.2062 0.1238 0.0864 0.0650 0.0602 0.0568 0.0614 0.0537 0.1216

(2–2)const 0.3913 0.2090 0.1133 0.0562 0.0237 0.0122 0.0139 0.0142 0.0094 0.0937

(2–2)var 0.3504 0.1462 0.0496 0.0108 0.0150 0.0142 0.0122 0.0058 0.0068 0.0679

(4–3)var 0.3572 0.1591 0.0636 0.0550 0.0156 0.0051 0.0222 0.0237 0.0317 0.0815

Table 5

Relative errors for the mode mix ratio as a function of crack lengths. Ri/Ro = 2/3

Dw/wFEM Average

(nu � nl) hD/2 = 10� hD/2 = 15� hD/2 = 20� hD/2 = 25� hD/2 = 30� hD/2 = 35� hD/2 = 40� hD/2 = 45� hD/2 = 50�

(1–1) 0.586 0.435 0.373 0.316 0.273 0.255 0.223 0.210 0.094 0.277

(2–2)const 0.309 0.206 0.173 0.140 0.119 0.116 0.098 0.096 0.102 0.136

(2–2)var 0.121 0.059 0.057 0.042 0.033 0.039 0.032 0.037 0.045 0.047

(4–3)var 0.152 0.069 0.058 0.045 0.034 0.040 0.032 0.034 0.045 0.051
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model is required (see Tables 4 and 5). However, the general trend of the solution is similar to the thinner
case. As a matter of fact, the models with lower average errors are those with the (2–2)var and the (4–3)var
subdivisions. With reference to the (2–2)var model the errors for the total energy release rate are within 5%
except for hD/2 less or equal than 15�, whereas for the mode partition within 6% except for hD/2 less or
equal than 10�. The worst results are obtained for very short crack lengths. As shown in Fig. 8 the crack
tends to close since a pure mode II condition is reached for crack lengths with angles hD larger than 130�.
As a consequence, results out of this range are not plotted. The convergence of the solution as the number
of beam elements increases is investigated in Fig. 9.

For the brevity results obtained for different positions of the crack along the thickness are not presented
here, but they appeared very similar to the previous discussed situations. The additional calculations have
shown that the accuracy is better when the crack is at the beam mid-axis.



Fig. 7. Dimensionless total energy release rate for an isotropic curved beam in bending as a function of crack extension: influence of
beam element subdivision and comparison with the FE results of Lu et al. (1994).

Fig. 8. Mode mix ratio for an isotropic curved beam in bending as a function of crack extension: influence of beam element subdivision
and comparison with the FE results of Lu et al. (1994).
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4.3. Curved beam with an edge interfacial crack

The example of a curved beam with an edge crack is now considered. The beam is clamped at one end
and is loaded on the cracked sub-laminates at the other one. The geometrical configuration of the beam is
shown in Fig. 10.
4.3.1. Influence of the curvature: transverse and axial end forces

At first the influence of curvature on the energy release rates is investigated by considering a specimen
with a constant length of the lower surface L and lower thickness h1 and varying the radius of curvature in
such a way to obtain a variation for hT from 0 to p.



(2-2)var

(1-1)

(2-2)

(4-3)var

30

40

50

60

70

80

90

(1-1) (2-2) (2-2)var (4-3)var

Beam element assembly

ta
n-1

[(
G

II
/G

I)-1
/2

]

Present model

FE model

h1/h2=1/3;

Ri/Ro=2/3;

Fig. 9. Convergence to finite element results by increasing the number of beam elements in the assembly for a crack angle hD/2 = 35�.

Fig. 10. Geometrical and loading configurations of the curved beam with and edge delamination.
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In the tests the angle subtended by the delamination hD is taken to be 1/3 of the total angle hT.
Different thickness ratios h2/h1 have been considered in the calculations. The lower thickness is assumed

equal to 1 mm, and the length of lower surface beam 30mm. The beam models (1–1), (2–2) and (4–3) with a
uniform beam element subdivision are used in the calculations.

Figs. 11 and 12 show the variation of the total energy release rate and of its individual mode components
with respect to the beam curvature h1/Ri, respectively, in the case of two opening loads normal to the beam
axis, i.e. T1 = �T2. The beam is made of an isotropic homogeneous material with the same characteristics
of the previous example. Results plotted in Fig. 11 show that the total energy release rate decreases as the
curvature increases, especially when the crack is moved toward the upper surface of the beam, pointing out
that curvature is a restrictive cause for crack growth when transverse loads are applied. This result is in
agreement with (Münch and Ousset, 2002). Calculations carried out by using different beam element sub-
divisions have shown that the total energy release rate is practically unaffected by the number of beam
elements introduced into each sublaminate and is well captured also when a rough subdivision, namely
the (1–1) model, is adopted. Only a small underestimation is provided if beam models rougher than the
(4–3) one are adopted. On the contrary the mode partition is strictly affected by the adopted number of beam
elements. Consequently, in Fig. 12 only results for the (4–3) model are plotted showing that for a crack



Fig. 11. Dimensionless total energy release rate as a function of the curvature for two end opposite transverse forces.

Fig. 12. Relative amounts of mode components as a function of the curvature for two end opposite transverse forces.
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aligned with the beam axis a pure mode I condition is reached, whereas as the crack moves toward the upper
surface of the beam the relative amount of mode I decreases. Finally, it can be seen that the relative amount
of mode I decreases whereas the relative amount of mode II increases slowly for an increasing curvature.

The case of two opposite axial forces, i.e. N1 = �N2, is considered in Figs. 13 and 14, where the situation
is contrary to the previous case of transverse forces, since curvature is an encouraging factor for crack
growth. In Fig. 13 results refer to the (1–1), (2–2) and (4–3) beam assemblies, whereas in Fig. 14 only
the (4–3) beam model is considered. As a matter of fact, the total energy release rate is an increasing func-
tion of h1/Ri, since a geometrical coupling between shear, bending and axial deformability effects arises in
proximity of the crack tip when the curvature increases. Moreover this effect is more evident when the crack
moves away from the beam axis. This aspect is also pointed out by the mode partition behavior as a func-
tion of the curvature shown in Fig. 14: here it can be seen that the fracture mode I becomes prevalent for
large values of the curvature, whereas for small values fracture mode II condition prevails. In fact, bending
and shear deformability effects, which are prevalent for large curvatures, activate the mode I energy release
rate component, whereas axial deformability, which prevails for small curvatures, is responsible mainly for
mode II energy release rate.



Fig. 13. Dimensionless total energy release rate as a function of the curvature for two opposite axial forces.

Fig. 14. Relative amounts of mode components as a function of the curvature for two opposite axial forces.
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4.3.2. Comparisons with FE results

To assess the reliability of analysis for the edge cracked curved beam a classical FE model has been built.
The curved beam has been modeled by using 8-noded using 2D plane stress finite elements and energy re-
lease rates have been calculated by using the virtual crack closure technique (Rybicki and Kanninen, 1977)
in terms of nodal forces and displacements. The FEM model is presented in Fig. 17. A sufficiently dense
mesh has been adopted in order to capture the large stress gradient at the crack tip. A constant size for
finite elements has been assumed in the circumferential direction along the beam in order to study the
delamination growth. Moreover, the size of finite elements has been chosen uniform through the thickness.
The crack interface has been modeled by two translational spring elements in the radial and circumferential
directions with high stiffness released to simulate interlaminar cracking. Nodal forces necessary to apply the
virtual crack closure procedure are obtained from the reactions of the springs. A variable number of finite
elements in the circumferential direction and in the radial direction has been adopted in order to perform
convergence studies for the total and individual energy release rates. To establish the optimal dimensions of
the mesh discretisation Dh and Dr (see Fig. 17), element sizes have been varied from Dh/h1 = 0.25 to Dh/
h1 = 0.025, whereas the maximum Dr/Dh ratio has been 2. For computational convenience the lower sub-
laminate the radial size of the finite element mesh is assumed twice that of the upper one. These results have
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shown that a circumferential element size equal to Dh/h1 = 0.0375, is sufficient to obtain converged values
for the total and individual energy release rates and therefore has been adopted for numerical
computations.

The results of computational studies for the case of two edge opposite transverse forces (i.e. T1 = �T2)
are shown in Figs. 15 and 16 for an isotropic and a cylindrical orthotropic but homogeneous material with
a longitudinal-to-transverse shear modulus ratio Ex/Gxy equal to 100, respectively, where both the total and
individual energy release rates are plotted as a function of the thickness ratio h2/h1. The total angle sub-
tended by the beam is hT = p and the other parameters are the same of the previous examples. The curves
for the energy release rates show a decreasing behavior due to the increase of beam stiffness as the thickness
ratio increases. Moreover, it can be seen the total energy release rate from the FE model is well estimated
also if a small number of beam elements is adopted, whereas individual mode components are reasonably
Fig. 16. Energy release rates as a function of the thickness ratio h2/h1 for a cylindrical orthotropic beam (Ex/Gxy = 100) loaded by two
opposite transverse forces: comparison with 2D FE results.

Fig. 15. Energy release rates as a function of the thickness ratio h2/h1 for an isotropic beam loaded by two opposite transverse forces:
comparison with 2D FE results.



Fig. 17. FEM model of the curved beam used for comparisons with results of the present approach.
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captured only if an accurate beam model is adopted. In fact, except when h2 is near to h1 and a pure mode I
condition is practically attained, beam models (1–1) and (2–2) may lead to large discrepancies in compar-
ison with the FE results especially for small thickness ratios (for instance the (1–1) model provides a relative
error with respect to FE results of about 19% for h2/h1 = 0.50 for the isotropic beam with respect to the
mode I energy release rate component). On the contrary the mode I energy release rate when the (4–3) beam
model is used, has an accuracy better than 3% both for the isotropic and the orthotropic cases as shown in
Table 6 where the absolute relative errors for the total and individual energy release rates with respect to the
FE results are shown for different thickness ratios. Each value in the Table presents the absolute difference
between the current method and the FE results divided by the FE result. The errors shown in the table for
the mode II energy release rate component appear notable especially for large thickness ratios because GII is
very small for these configurations and thus are confusing as to the global accuracy of the method. The
trends of the isotropic and orthotropic cases are similar but, as expected, the orthotropic case shows larger
values of the energy release rates with respect to the isotropic case due to its larger deformability (for in-
stance the increment of energy release rates is about 18% when h2/h1 = 0.5).

Finally, Fig. 18 shows the behavior of the energy release rates as the interlaminar crack grows for the
isotropic case and a fixed thickness ratio h2/h1 = 0.5. As the interlaminar crack grows from the loaded edge
towards the other one to the energy release rates increase rapidly and reach a maximum at about hD = p/2
and then decreases in a quasi-symmetric way. As a matter of fact, bending moments and axial forces at the
crack tip are equal for symmetrical crack configurations, namely for hD and p � hD, whereas shear forces
are opening for 0 < hD < p/2 and closing for p/2 < hD < p. This causes a small reduction of the total and
mode I energy release rates for angles larger than p/2 and produces a closure of the crack for angles near
p. On the contrary the mode II energy release rate shows a relatively small increment. Therefore, a crack
growth criterion based on the total energy release rate is adopted, exhibit an unstable behavior for angles
Table 6
Relative errors for total and individual energy release rates obtained from the (4–3) multi-layer model with respect to the FE model for
the isotropic and orthotropic beams

h2/h1 Orthotropic Isotropic

DGT/GT(FE) DGI/GI(FE) DGII/GII(FE) DGT/GT(FE) DGI/GI(FE) DGII/GII(FE)

0.50 0.017 0.025 0.019 0.001 0.023 0.126
0.60 0.011 0.007 0.040 0.002 0.022 0.148
0.75 0.003 0.007 0.174 0.008 0.013 0.091
1.00 0.014 0.021 0.794 0.006 0.004 0.466



Fig. 18. Total energy release rate and mode components predicted by the FE model and the present approach as the crack grows for
the isotropic beam loaded by two opposite transverse forces.
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hD between 0 and p/2, and a stable one for larger values. This however corresponds to a rough approxima-
tion of the fracture criterion and generally more accurate mode-mix dependent fracture criterion should be
adopted. From comparisons with FE results in Fig. 18 it can be concluded that the present approach does
quite well for both the total and individual energy release rate components when the (4–3) assembly is
adopted. Moreover, the results show that the mode partition converges to the FE values as the number
of beam elements increases.
5. Conclusions

An efficient method has been presented for the prediction of mixed mode interfacial crack growth in cir-
cular layered beams based on a multi-layer beam kinematics and on interface modeling. The curved beam is
simulated by a sequence of curved layers connected by interfaces, modeled as a zero thickness layers. A first
order shear deformable curved beam theory is adopted for each layer. The interface containing the crack
simulates the presence of an interfacial crack by means of a cracking constitutive law and ensures displace-
ment continuity between layers in the uncracked regions by means of the penalty method. Adhesion be-
tween perfectly bonded beam layers is imposed by means of interfaces which implement the Lagrangian
multipliers method. The use of the two constraint methods, namely, the penalty and Lagrange multipliers
methods, incorporated into the interface models leads to an improvement of the efficiency of the approach.
The analysis is carried out through the solution of an accurate numerical integration scheme, the boundary
value problem obtained by means of a variational formulation. Results have been obtained for circular
beams with edge and internal cracks in order to show the influence of shear deformation and of curvature.
Both the case of a homogeneous isotropic and cylindrical orthotropic materials have been considered.

Numerical calculations carried out by this approach have shown a good correlation with results obtained
by using the 2D finite element method and the virtual crack closure technique both for the total and the
individual mode components of energy release rate for all loading cases and geometrical configurations con-
sidered. These comparisons with very accurate FE solutions assess the validity of the proposed model to
describe the mixed-mode crack circular beam problem. In particular, the total energy release rate is well
approached even with a two-layer beam model whereas more than one beam model is needed into each
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sub-laminate to capture the mode partition with a sufficient accuracy. The mode partition predicted by the
present method approaches to the FE results if the beam model is improved by introducing an increasing
number of interface and beam elements. However, an approximation to the mode partition problem accept-
able from the engineering point of view can be obtained even with a rough beam element assembly by
choosing an appropriate subdivision which reflect the physical configuration of the curved beam. The pro-
posed method, in spite of its simplicity, has shown its ability to provide a complete description of the mixed-
mode interfacial crack problem for circular beams, which accounts for shear deformability and curvature
effects. The numerical studies have shown that the curvature may have both a restrictive and encouraging
effect on interfacial crack growth. As a matter of fact for the central cracked beam in bending and for the
edge cracked beam subjected to transverse forces the total and the mode I energy release rate decrease as the
curvature increases, whereas in the case of axial forces for the edge cracked beam the total and individual
energy release rates increases. Moreover, shear deformability is advantageous for interfacial cracking since
it has been verified that when the transverse shear modulus diminishes the energy release rates increases for
the edge cracked beam subjected to transverse forces.
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